Introduction

In this paper we formulate a trajectory planning algorithm for parallel manipulators that have less than six degrees-of-freedom. For our purposes, we assume...
that each supporting serial chain of the system imposes a constraint on the movement of the workpiece, or end-effector. Thus, no supporting chain has six-degrees of freedom. The constraints imposed by each chain can be designed to provide structural resistance to forces in one or more directions, while allowing the system to move in other directions.

There are six basic joints used in the construction of these supporting chains, and we enumerate their various combinations. This allows us to count the large number of assemblies available for constrained parallel manipulators.

We then formulate a general algorithm for the analysis of these systems which uses the Jacobians the supporting chains. Of importance is the ability to compute a trajectory for the end-effector of the system that approximates a specified trajectory while maintaining its kinematic constraints. The algorithm is implemented as a Java2 Applet using OpenGL, and examples are provided to illustrate the results.

2 Literature Review

This research arises in the context of efforts to develop a software system for the kinematic synthesis of spatial linkages, Collins et. al. (2002). Kinematic synthesis theory yields designs for serial chains that guide a workpiece through a finite set of positions and orientations, see McCarthy (2000a). These chains necessarily have less than six degrees-of-freedom, and are often termed “constrained robotic systems.” Also see McCarthy (2000b), Lee and Mavroidis (2002), and Perez, et al. (2002).

The design process yields multiple serial chains that can reach the prescribed goal positions and provides the opportunity to assemble systems with parallel architecture. Analysis and simulation allows interactive evaluation these candidate designs. This framework for linkage design was introduced by Rubel and Kaufman (1977), Erdman and Gustafson (1977) and Waldron and Song (1981), and later followed by Ruth and McCarthy (1997) and Larochelle (1998).

Our focus is the challenge of animating the broad range of linkage systems that are not constrained to one degree-of-freedom, but do not have full six degrees-of-freedom of the usual parallel manipulator. Joshi and Tsai (2002) call these systems “limited DOF parallel manipulators.” Examples are the recent study of the 3-RPS system by Huang et al. (2002), the 3-PSP by Gregorio and Parenti-Castelli (2001), and the double tripod by Hertz and Hughes (1998). Our work has a similar goal as Merlet’s (2002) “Trajectory Verifier,” but in our case it is applied to constrained parallel manipulators.

We address this problem by using key-frame interpolation to specify a sequence of positions and solve for the constrained parallel manipulator configuration that comes closest at each step. We use the interpolation scheme presented in Ahlers and McCarthy (2000), which is based on double quaternion formula-
Joint | Diagram | Symbol | DOF
---|---|---|---
Revolute | ![Revolute Diagram](image) | R | 1
Prismatic | ![Prismatic Diagram](image) | P | 1
Cylindric | ![Cylindric Diagram](image) | C | 2
Universal | ![Universal Diagram](image) | T | 2
Spherical | ![Spherical Diagram](image) | S | 3
Planar | ![Planar Diagram](image) | E | 3

Table 1: The six basic joints.

3 Kinematics of Constrained Robots

The kinematic analysis of a constrained robot begins with the kinematics equations of its supporting serial chains. Each chain can be modeled using $4 \times 4$ homogeneous transformations and the Denavit-Hartenberg convention (Craig 1998) to obtain the kinematic equation

$$ [D] = [Z(\theta_1, d_1)] [X(\alpha_{12}, a_{12})] [Z(\theta_2, d_2)] \cdots [X(\alpha_{n-1,n}, a_{n-1,n})] [Z(\theta_n, d_n)], $$

(1)

where $2 \leq n \leq 5$. The matrices $[Z(\cdot, \cdot)]$ and $[X(\cdot, \cdot)]$ denote screw displacements about the $z$ and $x$-axes, respectively. The parameters $(\theta, d)$ define the movement at each joint and $(\alpha, a)$ are the twist angle and length of each link, collectively known as the Denavit-Hartenberg parameters.

Notice that a serial chain robot is usually defined in terms of revolute (R) and prismatic (P) joints which have the kinematics equations,

revolute: $[R(\theta)] = [Z(\theta, -)]$,  
prismatic: $[P(d)] = [Z(-, d)]$,  

(2)

The hyphen denotes parameters that are constant. For our purposes, we include four additional joints that are special assemblies of R and P joints, Table 1. They are:
The transformation along each link is $[X(\alpha_i, a_i)]$, where $(\alpha_i, a_i)$ define the dimensions of the chain.

If $[K(\vec{\theta}_i)]$ represents the kinematics equation of the $i$th supporting chain of a constrained robotic system, then the kinematics equations for a system with $m$ supporting chains are given by

$$[D] = [G_i][K(\vec{\theta}_i)][H_i], \quad i = 1, \ldots, m,$$

where $[G_i]$ locates the base of the $i$th chain in the fixed frame $F$, and $[H_i]$ locates the workpiece $M$ relative to the last link frame of chain $i$.

Each of the kinematics equations of a constrained robot impose a constraint on the movement of the workpiece. Our goal is to provide a numerical solution to these equations (7) in order to simulate this movement.

## 4 Enumeration of Constrained Parallel Manipulators

Using the basic joints R, P, C, T, S and E, is it possible enumerate all serial chains that constrain an end-effector, and therefore all of the constrained robots that our kinematics equations define. Tsai (2001) presents enumeration theory for the design of mechanical systems. Also see Tuttle et al. (1989).
Recall that the freedom $F$ of the end-effector of a serial chain is the sum of the degree of freedom $f_j$ of each joint, that is for a chain with $n$ joints we have

$$F = \sum_{j=1}^{n} f_j.$$  

(8)

A serial chain with freedom $F$ imposes $U = 6 - F$ constraints on the end-effector.

If a single R or P joint supports the end-effector, then $U=5$, and the system cannot have another supporting serial chain because an additional constraint eliminates movement of the end-effector. These two cases are considered to be trivial constrained robots. On the other hand, a serial chain with six or more degrees of freedom has $U \leq 0$, and does not impose any constraint on the end effector.

4.1 Supporting Serial Chains

We first categorize the supporting serial chains by their degree-of-constraint $U$. The R and P joints are the trivial category V chains. Within each category, we define the class of serial chains based only on the presence of various joints, independent of the order of the joints along the chain. Note that a serial chain can have no more than three prismatic joints. Furthermore, the C and E joints contain the equivalent of one and two prismatic joints respectively, which must be accommodated in the enumeration.

After determining all the classes of chains, we permute the joints to obtain various chains. The number of permutations for each class can be evaluated using the formula

$$\frac{n!}{n_R!n_P!n_C!n_T!n_S!n_E!},$$  

(9)

where $n$ is the number joints in the chain, and $n_R$ denotes the number of revolute joints, and so on for the other joints, as well. The result is that we have six serial chains in category IV, 18 in category III, and 51 in category II; see Table 2. And there are 139 category I serial chains, Table 3.

4.2 Parallel Assemblies

If the $i$th supporting serial chain of a constrained robot imposes $U_i$ constraints, then the mobility $M$ of the end-effector is

$$M = 6 - \sum_{i=1}^{k} U_i.$$

(10)
<table>
<thead>
<tr>
<th>Category</th>
<th>Class</th>
<th>Chains</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV (6)</td>
<td>2R</td>
<td>RR, RP, PR</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>PP, PR</td>
</tr>
<tr>
<td></td>
<td>2P</td>
<td>C, RC, RT</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>C, RT, TR</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>T, PPP, PC, PT, PS, PE, 2C, CT</td>
</tr>
<tr>
<td>III (18)</td>
<td>3R</td>
<td>RRR, RRP, RPR, PRR</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>RPP, PRP, PPR</td>
</tr>
<tr>
<td></td>
<td>2P</td>
<td>RC, CR, RT</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>RT, TR, PPP, PC, PT, PS, PE, 2C, CT</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>T, PPP, PC, PT, PS, PE, 2C, CT</td>
</tr>
<tr>
<td>II (51)</td>
<td>4R</td>
<td>RRRR, RRRP, RRPR, RPRR, PRRR</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>RRP, RPP, PRRP, RRRP, PRRP, PRPR, RPRP</td>
</tr>
<tr>
<td></td>
<td>2P</td>
<td>RRC, RCR, CRR</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>RRC, RCR, CRR</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>RRT, RTR, TRR</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>E</td>
</tr>
</tbody>
</table>

Table 2: Serial chains with four, three, and two degrees-of-constraint.
<table>
<thead>
<tr>
<th>Category</th>
<th>Class</th>
<th>Chains</th>
</tr>
</thead>
<tbody>
<tr>
<td>I 1 (39)</td>
<td>5R</td>
<td>RRRRR</td>
</tr>
<tr>
<td></td>
<td>4RP</td>
<td>RRRRP, RRRPR, RRPRR, RPRRR, PRRRR</td>
</tr>
<tr>
<td></td>
<td>3R2P</td>
<td>RRPPR, RRPPP, RPPRR, PPRRR, PRPRR, PRRRRP, RRRPP, RPRPP, RRPRP</td>
</tr>
<tr>
<td></td>
<td>3RC</td>
<td>RRRC, RRCR, RCRR, CRRR</td>
</tr>
<tr>
<td></td>
<td>3RT</td>
<td>RRRT, RRTR, TRRR, TRRR</td>
</tr>
<tr>
<td></td>
<td>2R3P</td>
<td>PRRPR, PRRPP, PRPPP, RRRPP, RRPPP, PRPPR, PPRPP, RPPPR</td>
</tr>
<tr>
<td></td>
<td>2RPC</td>
<td>RRPC, RRCP, RRPC, RCRP, RCPR, PRRC, PRCR, CRPP, CPRP, CPPR</td>
</tr>
<tr>
<td></td>
<td>2RPT</td>
<td>RRPT, RRTP, RPRT, RTRP, RTPR, PRTR</td>
</tr>
<tr>
<td></td>
<td>2RS</td>
<td>RRS, RSR, SRR</td>
</tr>
<tr>
<td></td>
<td>2RE</td>
<td>RRE, RER, ERR</td>
</tr>
<tr>
<td></td>
<td>R2PC</td>
<td>PPRC, PPCR, PRPC, PRCP, PCPR, PCPR</td>
</tr>
<tr>
<td></td>
<td>R2PT</td>
<td>PPRT, PPTR, PRPT, PRTP, PTRP, PTPR</td>
</tr>
<tr>
<td></td>
<td>RPS</td>
<td>RPS, RSP, PRS, PSR, SRP, SPR</td>
</tr>
<tr>
<td></td>
<td>RPE</td>
<td>RPE, REP, PRE, PER, ERP, EPR</td>
</tr>
<tr>
<td></td>
<td>R2C</td>
<td>RCC, CRC, CCR</td>
</tr>
<tr>
<td></td>
<td>RCT</td>
<td>RCT, RTC, CRT, CTR, TRC, TCR</td>
</tr>
<tr>
<td></td>
<td>R2T</td>
<td>RTT, TRT, TTR</td>
</tr>
<tr>
<td></td>
<td>3PT</td>
<td>PPPT, PPTP, PTPP, TPPP</td>
</tr>
<tr>
<td></td>
<td>2PS</td>
<td>PPS, PSP, SPP</td>
</tr>
<tr>
<td></td>
<td>P2C</td>
<td>PCC, CPC, CCP</td>
</tr>
<tr>
<td></td>
<td>PCT</td>
<td>PCT, PTC, CPT, CTP, TPC, TCP</td>
</tr>
<tr>
<td></td>
<td>P2T</td>
<td>PTT, TPT, TTP</td>
</tr>
<tr>
<td></td>
<td>CS</td>
<td>CS, SC</td>
</tr>
<tr>
<td></td>
<td>CE</td>
<td>CE, EC</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>TS, ST</td>
</tr>
<tr>
<td></td>
<td>TE</td>
<td>TE, ET</td>
</tr>
</tbody>
</table>

Table 3: Enumeration of single degree-of-constraint serial chains.
Figure 1: A TPR chain imposes two constraints, so a 2TPR spatial linkage has two degrees-of-freedom.

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Assembly Categories</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4I, 2I-1III, 2II, II-IIV</td>
<td>16,734,569</td>
</tr>
<tr>
<td>3</td>
<td>3I, 1I-1III, 1III</td>
<td>464,417</td>
</tr>
<tr>
<td>2</td>
<td>2I, 1II</td>
<td>9,781</td>
</tr>
<tr>
<td>1</td>
<td>I</td>
<td>139</td>
</tr>
</tbody>
</table>

Table 4: Enumeration of constrained parallel manipulators

Notice that the degree of constraint $C = 6 - M$ of the end-effector can be computed as the sum of the constraints imposed by the individual chains.

Figures 1 and 2 show examples of the 2TPR and 3RPS constrained parallel manipulators. Each of the TPR chain imposes two constraints therefore the parallel system has two degrees of freedom. Similarly, the individual RPS chains impose one constraint, which means the system has three degrees of freedom.

We can list the parallel assemblies that impose a particular degree of constraint by combining chains from the various categories. Lee and Tsai (2002) enumerate parallel structures for mechanical hands, but with identical supporting chains. For example, 4I denotes four supporting chains that impose one degree of constraint each. Similarly 2I-1III is a parallel assembly consisting of two chains that impose one constraint each, combined with a fourth chain that imposes two constraints. Both systems provide the workpiece with two degrees-of-freedom of movement. Table 4 provides an exhaustive list of the various assembly categories.

The number of combinations of chains within each assembly category is
Figure 2: An RPS chain imposes one constraint, so a 3RPS spatial linkage has three degrees-of-freedom.
easily determined. Consider the assembly category 5I consisting of five serial chains each of which imposes one constraint. Recall that the number of serial chains in category I is 139. Therefore, the number of assemblies is the combination of $k = 4$ chains taken from the list of $n = 139$ with repetitions allowed, which is given by the formula

$$C_{n+k-1}^k = C_{139+4-1}^4 = \frac{(139 + 4 - 1)!}{4!(139 - 1)!} = 16,234,505. \quad (11)$$

Applying this formula to each of the various assembly categories we can compute the total number of 2-5 degree of freedom constrained robotic systems. See Table 4.

5 Differential Kinematics

The trajectory of a point $p$ in the workpiece of a constrained robot supported by $k$ serial chains can be computed using the kinematics equations of the $j$th supporting chain as

$$P(t) = [G_j][K(\theta_k)][H_j]p. \quad (12)$$

The velocity $\dot{P}$ of this point is given by

$$\dot{P} = v + \bar{\omega} \times (P - d), \quad (13)$$

where $d$ is the origin of the end-effector frame $M$, $v$ is its velocity, and $\bar{\omega}$ is the angular velocity of this frame. The six-vector $V = (v, \omega)^T$ is related to the joint rates of each supporting chain by the equation

$$V = [J_1]\dot{\theta}_1 = \cdots = [J_j]\dot{\theta}_j = \cdots = [J_k]\dot{\theta}_k, \quad (14)$$

where $[J_j]$ is known as the Jacobian of the $j$th chain. See Zou et al. (1997) for a similar approach to formulating the differential closure equations by cutting a closed spatial chain at various links.

It is possible to show that the Jacobian for a serial chain with $n$ revolute joints takes form

$$[J_j] = \begin{bmatrix} S_1 \times (d - C_1) & S_2 \times (d - C_2) & \cdots & S_n \times (d - C_n) \\ S_1 & S_2 & \cdots & S_n \end{bmatrix}, \quad (15)$$

where $S_i$ is the direction of the $i$ revolute joint axis and $C_i$ is a point on this axis, measured in the base frame $F$. Furthermore, if the $i$th revolute joint is replaced by a prismatic joint, then the column vector $(S_i, S_i \times (d - C_i))^T$ is replaced by $(0, S_i)^T$. See Craig 1998 and McCarthy 2000.
The joints C, T, S, and E are assemblies of revolute and prismatic joints, therefore the Jacobian for serial chains with these joints have the same structure as (15).

We now introduce dual quaternion parameters formulated as an eight dimensional vector \( \mathbf{q} = (q_1, q_2, q_3, q_4, q_5, q_6, q_7, q_8) \) to represent the position of the end-effector (Bottema and Roth 1979, McCarthy 1990). Let \([D(\mathbf{q})]\) be the \(4 \times 4\) homogeneous transform defined by components of the dual quaternion \( \mathbf{q} \). The velocity \( \mathbf{V} \) of the end-effector is given by

\[
\mathbf{V} = [J_E] \dot{\mathbf{q}},
\]

where \([J_E]\) is the \(6 \times 8\) matrix

\[
[J_E] = \begin{bmatrix}
-2q_8 & 2q_7 & -2q_6 & 2q_5 & 2q_4 & -2q_3 & 2q_2 & -2q_1 \\
-2q_7 & -2q_8 & 2q_5 & 2q_6 & 2q_3 & -2q_4 & 2q_1 & -2q_2 \\
2q_6 & -2q_5 & -2q_8 & 2q_7 & -2q_2 & 2q_1 & 2q_4 & -2q_3 \\
2q_5 & -2q_6 & 2q_7 & -2q_2 & 2q_1 & 2q_4 & -2q_3 & 0 \\
2q_4 & -2q_3 & 2q_2 & -2q_1 & 0 & 0 & 0 & 0 \\
2q_3 & 2q_4 & -2q_1 & -2q_2 & 0 & 0 & 0 & 0 \\
-2q_2 & 2q_1 & 2q_4 & -2q_3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

These equations are augmented by the derivatives of the two dual quaternion constraint equations \( q_1^2 + q_2^2 + q_3^2 + q_4^2 = 1 \) and \( q_1q_5 + q_2q_6 + q_3q_7 + q_4q_8 = 0 \), which becomes

\[
\begin{bmatrix}
0 \\
0 \\
\end{bmatrix} = \begin{bmatrix}
2q_1 & 2q_2 & 2q_3 & 2q_4 & 0 & 0 & 0 & 0 \\
q_5 & q_6 & q_7 & q_8 & q_1 & q_2 & q_3 & q_4 \\
\end{bmatrix} \dot{\mathbf{q}} = [C] \dot{\mathbf{q}}.
\]

The equations (14) and (16) combine with the differential quaternion constraints (18) to define the differential kinematics equations for the constrained robot.

We approximate the derivatives in the differential kinematics equations to obtain a linearized set of closure equations

\[
\begin{bmatrix}
[J_1] & 0 & \cdots & 0 & -[J_E] \\
0 & [J_2] & \cdots & 0 & -[J_E] \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & [J_k] & -[J_E] \\
0 & 0 & \cdots & 0 & [C] \\
\end{bmatrix} \begin{bmatrix}
\Delta \tilde{\theta}_1 \\
\Delta \tilde{\theta}_2 \\
\vdots \\
\Delta \tilde{\theta}_k \\
\Delta \mathbf{q} \\
\end{bmatrix} = \begin{bmatrix}
\bar{E}_1 \\
\bar{E}_2 \\
\vdots \\
\bar{E}_k \\
\bar{E}_c \\
\end{bmatrix},
\]

which we write as

\[
[A] \Delta \mathbf{r} = \mathbf{E}.
\]

The vectors \( \bar{E}_i, i = 1, \ldots, k \) define the difference between the position of the end-effector defined by \( \mathbf{q} \) and its position defined by joint parameters \( \tilde{\theta}_i \).
of the \(i\)th chain. We compute \(\vec{E}_i\) from the difference of the \(4 \times 4\) matrices 
\[
[D(\vec{\theta}_i)] = [R(\vec{\theta}_i), \mathbf{d}(\vec{\theta}_i)] \quad \text{and} \quad [D(\mathbf{q})] = [R(\mathbf{q}), \mathbf{d}(\mathbf{q})],
\]
where \(R\) and \(\mathbf{d}\) denote the \(3 \times 3\) rotation matrix and \(3 \times 1\) translation vector, respectively. In particular, we have
\[
\vec{E}_i = \begin{Bmatrix}
\mathbf{d}(\vec{\theta}_i) - \mathbf{d}(\mathbf{q}) \\
\Delta \vec{\phi}_i
\end{Bmatrix}
\]  
(21)
\[\text{where } \Delta \vec{\phi}_i \text{ is the } 3 \times 1 \text{ vector constructed from the skew-symmetric part of the matrix}
\]
\[
[\Delta \Phi_i] = [R(\vec{\theta}_i) - R(\mathbf{q})][R(\mathbf{q})]^T.
\]  
(22)
The term \(\vec{E}_c\) is the difference between the dual quaternion constraint equations and their required values, given by
\[
\vec{E}_c = \begin{Bmatrix}
q_1^2 + q_2^2 + q_3^2 + q_4^2 - 1 \\
q_1q_5 + q_2q_6 + q_3q_7 + q_4q_8
\end{Bmatrix}.
\]  
(23)
The coefficient matrix \([A]\) in (19) consists of \(6k + 2\) rows and \(8 + \sum n_i\) columns, where \(n_i\) is the number of joint variables in the \(i\)th supporting chain. The difference between these two is the mobility \(M\) of the system, that is
\[
M = (8 + \sum_{i=1}^{k} n_i) - (6k + 2) = 6 - \sum_{i=1}^{k} (6 - n_i).
\]  
(24)
The definition of a constrained robot requires that \(1 \leq M \leq 5\).

6 Inverse Kinematics

The linearized closure equations (19) can be used to find the joint parameters for a constrained robot that positions its end-effector at or near a specified goal position, depending on whether this position is inside or outside the workspace of the system. This gives us the flexibility to specify a trajectory for the end-effector of the constrained robot that may pass outside its workspace.

Let the coefficient matrix \([A]\) in (19) have dimension \(m \times n\), where \(M = n - m\) is the degree of freedom of the system. We follow Dietmaier and Pavlin (1995) and use the singular value decomposition in the solution of these equations. The singular value decomposition of \([A]\) is given by
\[
[A] = [U][\Sigma][V]^T,
\]  
(25)
where \([\Sigma]\) is an \(m \times n\) matrix with the square roots of the eigenvalues of \([AA^T]\), denoted \(\sigma_i\), along its main diagonal and \(n - m\) columns of zeros. The associated
eigenvectors form the \( m \times m \) orthogonal matrix \([U]\). Let \( r \leq m \) be the rank of \([A]\), then the first \( r \) columns of the \( n \times n \) matrix \([V]\) are obtained by normalizing the vectors \([A]^T u_i\). The remaining \( n - r \) columns are constructed by Gram-Schmidt orthogonalization to span \( \mathbb{R}^n \) and define the null-space of \([A]\).

For a given location \( \mathbf{q} \) of the end-effector and an estimate of the joint parameters, denoted \( r_i \), we can solve the closure equations to determine an updated parameter vector, \( r_{i+1} \). This is done by computing the pseudoinverse of \([A]^+\) using the singular value decomposition

\[
r_{i+1} = r_i + [V][\Sigma]^+[U]^T \mathbf{E},
\]

(26)

where \([\Sigma]^+\) is the \( n \times m \) matrix with \( 1/\sigma_i \) along its main diagonal and \( n - r \) rows of zeros. This provides the minimum norm solution vector \( r_{i+i} \), which we iterate until the error vector \( \mathbf{E} \) becomes less than the a prescribed tolerance.

### 7 Trajectory Planning

In order to plan the movement of a constrained robotic system, assume that we have identified a trajectory \([T(t_i)]\) consisting of a set of positions obtained by key frame interpolation. The goal is to have the end-effector of the constrained robot follow this trajectory as closely as possible.

Let \( \mathbf{g} \) be the dual quaternion obtained from one of the positions \([T(t_i)]\). We seek the position \( \mathbf{q} \) of the end-effector of the constrained robot that minimize the objective function

\[
f(\mathbf{q}) = \frac{1}{2}(\mathbf{q} - \mathbf{g}) \cdot (\mathbf{q} - \mathbf{g}),
\]

(27)

subject to constraints imposed by the kinematics equations (7).

The gradient of the objective function \( f(\mathbf{q}) \) yields

\[
\nabla f(\mathbf{q}) = \mathbf{q} - \mathbf{g},
\]

(28)

which we project onto the gradient of the constraint equations defined by \([A]\) in (19). The negative of the gradient \( \nabla f \) is the direction in which the objective function \( f(\mathbf{q}) \) decreases.

The null space of \([A]\) defines the feasible directions for changes to the parameter vector \( \mathbf{r} \). This null space is obtained from the singular value decomposition (25) as the last \( n - r \) vectors of the matrix \([V]\). Denote these orthonormal vectors as \( \mathbf{w}_j, j = 1, \ldots, n - r \), so we have the \( n \times (n - r) \) matrix \([W]\). The projection of \(-\nabla f\) onto this null space is

\[
\mathbf{a} = [E]^T (\mathbf{g} - \mathbf{q}),
\]

(29)
\[
\begin{array}{cccc}
joint & \alpha & a & \theta & d \\
1 & - & - & \theta_1 & 0 \\
2 & -\pi/2 & 0 & \theta_2 & 0 \\
3 & \pi/4 & 1 & 0 & d \\
4 & \pi/4 & 1 & \theta_3 & 0 \\
\end{array}
\]

Table 5: DH table for the TPR chains in Figure 4.

where \( g \) and \( q \) are augmented by \( n - 8 \) zeros. The result is the incremental parameter vector \( \Delta r = [W]\alpha \). We use the numerical inverse kinematics (26) to update the parameter vector \( r \) so that it satisfies the constraint equations.

This procedure can be iterated until the error in the objective function is reduced below a specified tolerance. See Figure 3.

8 Numerical Examples

8.1 2TPR system

To demonstrate this algorithm consider 2TPR constrained parallel manipulator shown in Figure 4. The Table 5 defines the Denavit-Hartenberg parameters for the two TPR chains.

The locations of the base frames for these two chains are defined by the 4 × 4 homogeneous transforms,

\[
[G_1] = \begin{bmatrix}
0.866 & 0.0 & 0.5 & -1.0 \\
0.0 & 1.0 & 0.0 & -1.0 \\
-0.5 & 0.0 & 0.866 & 0.0 \\
0.0 & 0.0 & 0.0 & 1.0 \\
\end{bmatrix}
\quad [G_2] = \begin{bmatrix}
1.0 & 0.0 & 0.0 & 1.0 \\
0.0 & 0.707 & 0.707 & 1.0 \\
-0.5 & -0.707 & 0.707 & 0.0 \\
0.0 & 0.0 & 0.0 & 1.0 \\
\end{bmatrix}.
\]

(30)

The location of the gripper frame \( M \) relative to the end-effector frames of the two chains are given by the transformations,

\[
[H_1] = \begin{bmatrix}
-0.447 & 0.735 & 0.509 & -0.103 \\
-0.446 & 0.310 & -0.839 & 0.550 \\
-0.775 & -0.602 & 0.190 & 0.666 \\
0.0 & 0.0 & 0.0 & 1.0 \\
\end{bmatrix}
\quad [H_2] = \begin{bmatrix}
1.0 & 0.0 & 0.0 & 0.5 \\
0.0 & 1.0 & 0.0 & 0.5 \\
0.0 & 0.0 & 1.0 & 0.5 \\
0.0 & 0.0 & 0.0 & 1.0 \\
\end{bmatrix}.
\]

(31)

The darker trajectory is specified by Bezier interpolation of key-frames at the beginning and the end and one in the center. Notice that initial and final positions are reachable by the 2TPR manipulator, but that the remainder of
Figure 3: Flowchart of the trajectory generating algorithm.
the trajectory is outside the workspace of this system. The lighter color tra-
jectory denotes the approximation to this path as determined by the planning
algorithm.

8.2 3RPS system

Another example of a constrained parallel manipulator is defined by the 3RPS
system shown in Figure 5. The Denavit-Hartenberg parameters of the three
supporting serial chains are given in Table 6.

The locations of the base frames for these two chains are defined by the
$4 \times 4$ homogeneous transforms,

\[
[G_1] = \begin{bmatrix}
0.5 & 0.0 & -0.866 & -0.5 \\
0.866 & 0.0 & 0.5 & -0.866 \\
0.0 & -1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 1.0
\end{bmatrix}, \quad [G_2] = \begin{bmatrix}
-1.0 & 0.0 & 0.0 & 1.0 \\
0.0 & 0.0 & -1.0 & 0.0 \\
0.0 & -1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 1.0
\end{bmatrix},
\]

and

\[
[G_3] = \begin{bmatrix}
0.5 & 0.0 & 0.866 & -0.5 \\
-0.866 & 0.0 & 0.5 & 0.866 \\
0.0 & -1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 1.0
\end{bmatrix}. \quad (32)
\]

The gripper frame $M$ for this system is located relative to the various end-
Figure 5: Example of the trajectory of a 3RPS linkage that approximates a specified movement.

effector frames as defined by the transformations,

\[
[H_1] = \begin{bmatrix}
0.377 & 0.653 & -0.656 & 0.571 \\
-0.866 & 0.5 & 0.0 & 0.0 \\
0.328 & 0.568 & 0.755 & 0.223 \\
0.0 & 0.0 & 0.0 & 1.0
\end{bmatrix},
\]

\[
[H_2] = \begin{bmatrix}
-0.755 & 0.0 & -0.656 & 0.571 \\
0.0 & -1.0 & 0.0 & 0.0 \\
-0.656 & 0.0 & 0.755 & 0.223 \\
0.0 & 0.0 & 0.0 & 1.0
\end{bmatrix},
\]

and

\[
[H_3] = \begin{bmatrix}
0.377 & -0.654 & -0.656 & 0.571 \\
0.866 & 0.5 & 0.0 & 0.0 \\
0.328 & -0.568 & 0.755 & 0.223 \\
0.0 & 0.0 & 0.0 & 1.0
\end{bmatrix}.
\]  \hspace{1cm} (33)

As in the previous example the darker trajectory is specified by Bezier interpolation of a set of key-frames. The lighter trajectory is the approximation that is reachable by the 3RPS manipulator. This algorithm is integrated into the Java-based kinematic synthesis software under development at UCI, Figure 6.
Table 6: DH table for the RPS chains in Figure 5.

<table>
<thead>
<tr>
<th>Joint</th>
<th>$\alpha$</th>
<th>$a$</th>
<th>$\theta$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\pi/2$</td>
<td>0</td>
<td>$\theta_1$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$\pi/2$</td>
<td>0</td>
<td>$\theta_2$</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$\pi/2$</td>
<td>0</td>
<td>$\theta_3$</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$\pi/2$</td>
<td>0</td>
<td>$\theta_4$</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 6: The user interface for the Synthetica software system.
9 Conclusions

This paper presents an algorithm for the analysis of constrained parallel manipulators for use in kinematic synthesis software. An elementary enumeration shows that there is a wide range of these devices, and our formulation is tailored to accommodate this variety. An important feature is the ability to specify a trajectory for the end-effector without considering the constrained workspace of the system. The algorithm finds a sequence of end-effector positions and joint parameter values that satisfy the kinematic constraints and approximate the specified trajectory. Please contact the authors for research versions of this software.
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